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Abstract

This paper presents an Open-Vocabulary Online 3D seman-
tic mapping pipeline, that we denote by its acronym OVO.
Given a sequence of posed RGB-D frames, we detect and
track 3D segments, which we describe using CLIP vec-
tors. These are computed from the viewpoints where they
are observed by a novel CLIP merging method. Notably,
our OVO has a significantly lower computational and mem-
ory footprint than offline baselines, while also showing bet-
ter segmentation metrics than them. Along with superior
segmentation performance, we also show experimental re-
sults of our mapping contributions integrated with two dif-
ferent SLAM backbones (Gaussian-SLAM [65] and ORB-
SLAM2 [36]), being the first ones demonstrating end-to-end
open-vocabulary online 3D reconstructions without relying
on ground-truth camera poses or scene geometry.

1. Introduction
Simultaneous Localization and Mapping (SLAM) refers to
the online estimation of a platform’s motion, along with a
map of its surrounding environment, from the data streams
of its onboard sensors [4]. While early SLAM research
primarily targeted robotics, where it is seen as a funda-
mental step for autonomy [13], its widespread industrial
adoption stemmed from augmented and virtual reality [26].
Today, its applications continue to expand into other do-
mains [14, 35]. Visual SLAM research, however, has
mainly focused on geometric models, sensor fusion, pro-
cessing pipelines and optimizations [5, 38, 44, 62], and
much less and mostly recently on the crucial aspect of the
scene representation [48, 49, 58], that would further expand
its potential for a wider array of tasks.

Online semantic representations have taken various
forms, e.g., object annotations in 3D point clouds [10, 17,
63], objects as high-level features [3, 40, 51, 59], semantic
segmentations of point cloud maps [7, 31, 49] or implicit
3D representations [28, 30, 71]. All of them, however, are
constrained to a predefined closed set of categories, limiting
their applicability in real-world scenarios.

● ceiling lamp ● bottle ● telephone ● shelf ● wall ● chair ● door ● box
● whiteboard ● ceiling ● cabinet ● blinds ● socket ● heater ● table ● floor ● window

Figure 1. OVO mapping. Given an RGB-D set of keyframes
(top), our method successively reconstructs a 3D open-vocabulary
semantic representation of a scene over time (middle). At any
moment of the sequence both semantic labels (bottom left) as well
as instance labels (bottom right) can be effectively recovered.

Offline semantic 3D reconstructions have traditionally
used a closed-set approach [1, 27, 28]. However, following
the development of CLIP [46], research on open-vocabulary
3D representations has surged [2, 24, 39, 42, 43, 56, 57].
Despite the good performance of these recent advance-
ments, their reliance on offline processing limits their appli-
cability in robotics, augmented reality, and virtual reality.

In this paper we present an Open-Vocabulary Online
mapping algorithm, OVO, which we also integrate into two
different visual SLAM pipelines. See Fig. 1 for an illus-
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tration of our online reconstruction results. Our method
estimates, from a RGB-D set of keyframes, a set of 3D
segments that are assigned a CLIP vector per segment.
Specifically, our segments are initialized by back-projecting
SAM 2.1 [47] masks, and are tracked by projecting and
matching the 3D segments against the 2D masks. The CLIP
descriptor of each 3D segment is selected between the de-
scriptors from its keyframes with better visibility. Further-
more, we also contribute with a novel model to extract per-
instance CLIP descriptors from images before assigning
them to 3D masks. In addition to being online and faster,
our pipeline outperforms the segmentation metrics of rele-
vant baselines.

2. Related Work
Unlike previous methods that rely on offline or expensive
optimizations with ground-truth camera poses or prede-
fined scene geometry, our online approach seamlessly inte-
grates with simultaneous localization and mapping (SLAM)
pipelines. Tab. 1 provides a comparative summary of recent
related works based on these aspects, with further details
discussed in the remainder of this section.
Open-Vocabulary Image Semantics. The introduction
of Contrastive Language-Image Pretraining (CLIP) [46],
which encodes image and text tokens into a shared latent
space, revolutionized semantic segmentation. By comput-
ing similarity to text inputs, CLIP enables classification into
any category expressible in language. Several variations of
CLIP have enhanced its performance [9, 18, 21, 67] and
improved feature granularity, aiming to generate dense fea-
ture vectors [19, 55, 70] rather than per-image representa-
tions. While closed-vocabulary methods outperform on pre-
defined sets, open-vocabulary offers optimization-free gen-
eralization, highly relevant for diverse applications.
2D Open-Vocabulary from RGB and RGB-D. With the
advent of Neural Radiance Fields (NeRFs) [34] and 3D
Gaussian Splatting (3DGS) [23], semantics have become
increasingly integrated into them. LERF [24] embeds per-
object multi-scale CLIP features within NeRF, enabling 2D
image searches via language queries. LangSplat [43] ap-
plies the Segment Anything Model (SAM) [25] on each
viewpoint to generate 2D masks, remove their background,
and encode them into CLIP vectors. Features are then com-
pressed into 3 channels and incorporated into a 3DGS [23]
representation, allowing 2D semantic segmentation. Sub-
sequent works build on LangSplat by incorporating affinity
features optimized with a multi-view mask graph [6] or by
integrating both CLIP and DINOv2 [41] features [45, 53].
O2V-Mapping [57] combines CLIP and SAM within NICE-
SLAM [72] for an online reconstruction although only eval-
uating 2D semantics. The dependence of all these meth-
ods on multi-point 3D-2D transformations (via rendering
or rasterization) for computing 2D semantic features limits

Method
Open

Online
3D

Vocabulary semantics

LERF [24] ✓ ✗ ✗

LangSplat [43] ✓ ✗ ✗

OpenScene [42] ✓ ✗ ✓
OpenMask3D [56] ✓ ✗ ✓
Open3DIS [39] ✓ ✗ ✓
HOV-SG [61] ✓ ✗ ✓
OpenNeRF [15] ✓ ✗ ✓

NEDS-SLAM [22] ✗ ✓ ✗

NIS-SLAM [66] ✗ ✓ ✗

SGS-SLAM [30] ✗ ✓ ✓
Kimera-VIO [49] ✗ ✓ ✓
O2V-Mapping [57] ✓ ✓ ✓
OVO (ours) ✓ ✓ ✓

Table 1. Overview of open-vocabulary 3D reconstruction base-
lines. OVO estimates 3D open-vocabulary semantics in an online
manner compatible with estimation of camera poses and scene ge-
ometry within a SLAM setting. In contrast, existing works either
use a closed set of categories, offline processing, or 2D represen-
tations for the semantics, all of them assuming GT camera poses.

their semantic representation to 2D–evidenced by the lack
of proper 3D evaluation.

Offline 3D Open-Vocabulary from 3D point clouds. Most
open-vocabulary 3D semantic approaches assume a known
3D point cloud. OpenScene [42] leverages OpenSeg [19] to
compute CLIP features from images and trains a network
to associate 2D pixels with 3D points. For each 3D point
it performs average pooling on CLIP vectors from multiple
views and supervises an encoder to directly assign CLIP
features to 3D point clouds. OpenMask3D [56] selects k
views per object, crops its 2D SAM mask to compute a
CLIP features, and then features areaverage-pooled across
crops and views. Open3DIS [39] integrates SuperPoint [12]
with 2D instance segmentations and a 3D instance segmen-
tator to generate multiple 3D instance proposals, describing
each with CLIP features following OpenMask3D [56]. In
contrast, OpenYolo-3D [2] uses a 2D open-vocabulary ob-
ject detector instead of relying on 2D instance masks and
CLIP features. It classifies each object based on the most
common class across all views. While this approach elim-
inates the need for CLIP feature extraction, it limits each
scene to a predefined set of classes.

Offline 3D Open-Vocabulary from RGB and RGB-D.
OpenNeRF [15] optimizes a NeRF to encode the scene
representation along with per-pixel CLIP features from
OpenSeg. The OpenSeg features are projected into 3D to
compute the mean and covariance of 3D points. The NeRF
then renders novel views, prioritizing areas with high co-
variance to compute additional OpenSeg features and re-
fine the model. In contrast, Hierarchical Open-Vocabulary
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Figure 2. OVO overview. From a stream of RGB-D keyframes, OVO builds, online, a 3D semantic representation of the scene. It relies
on a 3D segment mapper to cluster 3D points into 3D segments; a queue to distribute the CLIP extraction computation, and a novel CLIP
merging method to aggregate CLIP descriptors from multiple keyframes into one for each 3D segment.

3D Scene Graphs for Language-Grounded Robot Naviga-
tion (HOV-SG)[61] relies on a hierarchical global fusion
approach that requires precomputing 3D segments and fea-
tures for all frames. Consequently, unlike OVO, it is an of-
fline method and incompatible with SLAM. HOV-SG first
reconstructs the full point cloud from RGB+D data, us-
ing DBSCAN[16] to filter noise. Then, SAM and CLIP
extract local 2D segments and corresponding CLIP vec-
tors, which are projected onto a 3D global map. These 3D
segments and features are incrementally fused by merging
observations across consecutive frames. Additionally, the
authors argue that relying solely on masked segments, as
in LangSplat [43], discards crucial contextual information.
To address this, they propose a descriptor that merges in a
handcrafted manner three CLIP embeddings per mask: (1)
the full image, (2) the masked segment without background,
and (3) the masked segment with background. We adopt
this strategy, and contribute by proposing a novel approach
to learn the CLIP merging operation.

Closed-Vocabulary Online Semantics. To date, online se-
mantic methods have focused exclusively on closed vocab-
ularies. SemanticFusion [31] was one of the first seman-
tic SLAM pipelines, predicting per-pixel closed-set cate-
gories and fusing predictions from different views in 3D
space. Fusion++ [32] uses Mask-RCNN [20] to initial-
ize per-object Truncated Signed Distance Functions (TS-
DFs), building a persistent object-graph representation. In
contrast, PanopticFusion [37] combines predicted instances
and class labels (including background) to generate pixel-
wise panoptic predictions, which are then integrated into
a 3D mesh. More recent works, such as those by Menini
et al. [33] and ALSTER [60], jointly reconstruct geometry
and semantics in a SLAM framework Additionally, NIS-
SLAM [66] trains a multi-resolution tetrahedron NeRF to

encode color, depth and semantics. NEDS-SLAM [22] is a
3DGS-based SLAM system with embedded semantic fea-
tures to learn an additional semantic representation of a
closed set of classes. Similarly, Hi-SLAM [29] and SGS-
SLAM [30] augment a 3DGS SLAM with semantic ids of
predefined set of classes. These approaches either assume
known 2D ground-truth closed set of semantic classes (and
therefore only tackle a multi-view fusion problem), or only
represent 2D semantics, with limited capabilities for 3D
segmentation or precise 3D object localization.

3. OVO Methodology
Fig. 2 shows an overview of OVO. Our approach takes as
input a set of RGB-D keyframes ({k0, . . . , kn} in the fig-
ure) and their respective poses. Keyframe-based SLAM
pipelines are common in the literature and our OVO in prin-
ciple can be integrated with them, as we will show in the
experimental results. From this 3D representation, OVO
extracts and tracks first a set of 3D segments covering the
whole representation (3D segment mapper in the figure, de-
tailed in Section 3.2). We then assign a CLIP descriptor per
3D segment, that comes from merging of CLIPs extracted
from the closest keyframes to this particular segment (CLIP
merging in the figure, detailed in Section 3.4).

3.1. Map Definition
OVO assumes a parallel-tracking-and-mapping architec-
ture, as first defined by Klein and Murray [26] and adopted
by most visual SLAM implementations [5]. Its input is a
RGB-D video V = {f0, . . . , fτ}, fτ ∈ Nw×h×3

≤255 × R>0

standing for the RGB-D frame of size w × h captured at
time step τ . A SLAM front-end estimates in real-time
the pose of every frame fτ in the world reference frame.
The SLAM back-end selects a set of keyframes K =
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Algorithm 1 3D Segment Mapper

1: function 3D SEGMENT MAPPER(P , S, kn, Tn)
2: S̃n ← segment keyframe(kn)
3: P̃n ← project point cloud(P, Tn)
4: for (s, ls) in S̃n do ▷ For every 2D segment in kn
5: mode, v ← get label mode and votes(P̃n, s, ϵ)
6: if v > ϵ then ▷ #votes greater than threshold
7: if mode = −1 then
8: Sq+1 ← new 3D segment(q + 1, n, s)
9: S ← S ∪ {Sq+1}

10: ls ← q + 1
11: else
12: S ← update 3D segment(Smode, n, s)
13: ls ← zl
14: end if
15: end if
16: end for
17: S̃n ← merge and prune 2D segments(S̃n)
18: P ← update pcd labels(P, P̃n, S̃n)
19: return P , S, S̃n
20: end function

{k0, . . . kn} ⊂ V from which it iteratively refines their
poses T = {T0, . . . , Tn}, Tn ∈ SE(3) asynchronously,
at a rate lower than the video rate of the tracking thread.

Our scene representation or ‘map’ M = {T ,P,S},
consists on the keyframe poses T , a point cloud
P = {P0, . . . , Pm} and a set of 3D segments S =

{S0, . . . , Sq}1. Every map point P =
( [

x y z
]⊤

, lp
)

is defined by its 3D coordinates
[
x y z

]⊤ ∈ R3 and a
discrete label lp ∈ {−1, 0, 1, . . . , q}, that when lp > −1
indicates the 3D segment the point belongs to, and when
lp = −1 indicates that it is unassigned to any of them. Ev-
ery 3D segment Sq = (d, κ) has a unique identifier q, its
semantics are described by a CLIP feature d ∈ Rd, and
stores a heap κ saving the indices of the best keyframes in
which S is seen ordered by their visibility scores.

3.2. 3D Segment Mapper
For every new keyframe kn, we run an image segmen-
tation model that returns a set of 2D segment S̃n =
{(s0, ls0) , (s1, ls1) , . . .}, each segment being composed of
a mask s and a label ls, that is initialized as ls = −1.
We then select the 3D map points in kn’s frustum and re-
move occluded points. Those remaining are projected to kn
obtaining the 2D point set P̃n = {p0, p1, . . .}, for which
p =

( [
u v

]⊤
, lp

)
. We compute the label mode of all

points p within a segment s, that we will represent slightly
abusing notation as zl = argmaxlp

(
P̃ ∩ s

)
. If the mode

1Note that we use (·) for tuples, [·] for vectors, and {·} for sets.

Figure 3. CLIP merging. Our model predicts weights wi={0,1,2}
for each input CLIP descriptor di={0,1,2}. The final descriptor
d =

∑2
i=0 wi ⊙ di is the weighted average of the input ones.

receives less votes v than a predefined threshold ϵ, we dis-
card s. If not, two possibilities can happen:
1. If zl = −1, we set zl = q + 1 and initialize a new 3D

segment Sq+1 with an empty d (filled later as described
in Section 3.3), and a keyframe heap, κ = {(n, r)}, ini-
tialized with kn’s index and s’ visibility score r.

2. Otherwise, the 2D segment s is a match for the 3D seg-
ment Szl and the keyframe will be inserted into κ, and
stored if it is one of the best views or if κ is not full.

For both, the unassigned 3D points and 2D segment’s labels,
lp and ls, are updated to the identifier of the matched Szl .

After matching all 2D masks, those that share the same
ls are merged. Finally, once all masks are gathered in S̃n,
the tuple

(
kn, S̃n

)
is pushed to the queue Q. Keyframes

and masks remain in Q until processing resources become
available to compute the CLIP descriptors for the highest-
scoring 2D segments.

3.3. CLIP Descriptors
When a tuple

(
kq, S̃q

)
is popped from Q, only the matched

2D segments for which kq is still in the κ of their 3D in-
stance S are selected. A CLIP descriptor d is computed for
each of them by merging three different descriptors. Then,
the final descriptor for a 3D segment S is selected between
the 2D segments in the keyframes’ heap κ, as the CLIP de-
scriptor with the smallest aggregated distance to the rest.

To query the 3D semantic representation, text queries are
encoded to CLIP space. Then, we compute the cosine simi-
larity between the CLIP descriptor of the query and the de-
scriptor d of each 3D segment in S.

3.4. CLIP Merging
Similarly to HOV-SG [61], for each 2D segment we com-
pute three CLIP descriptors: 1) d0 for the full keyframe,
2) d1 for the segment masking the rest of the image out,
and 3) d2 for the minimum bounding box that contains
the segment. In contrast, in our case, the CLIP descriptor
d =

∑2
i=0 wi ⊙ di of a 2D segment is the result of merg-

ing the three descriptors di={0,1,2} using a per-dimension
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(a) “a place to recycle” (b) “Where to sit” (c) “a place to take a nap” (d) “some soft objects”

(e) “an object to read” (f) “an object that tells the hour” (g) “a place to draw equations” (h) “something to stay warm”
0

0.5

1

Figure 4. Out-of-distribution queries. From left to right, top to bottom, observe how the descriptors similarity with common-language
queries allow to differentiate between two bins based on a recycling symbol; that both a sofa and a chair are places to sit; match a sofa to
a place to take a nap, some pillows and a couch as soft objects, books as objects to read, a clock to something one should look to tell the
hour, a blackboard as a place to draw equations, and a jacket as to something to stay warm. Colorbar shows similarity strength.

weighted average with weights wi ∈ Rd (⊙ stands for the
Hadamard product). Our weights wi={0,1,2} are predicted
by a neural model, as shown in Fig. 3. Note that HOV-
SG’s merging is done with hand-crafted scalar weights (i.e.,
d =

∑2
i=0 widi, wi ∈ R, more details in Appendix B.2.

As seen in Fig. 3, our model for CLIP merging takes as
input the three CLIPs di={0,1,2}. These are first passed by
a transformer encoder, and the output is flattened and fed to
a MLP, predicting the weights, and a softmax, forcing that∑2

i=0 wi = 1d.
Our model for CLIP merging is pre-trained following

SigLIP [67]. For a mini-batch B = {(s0, c0), (s1, c1), . . . }
composed by pairs of 2D segments sj and semantic classes
cj , we minimize the sigmoid cosine similarity loss

L = − 1

|B|

|B|∑
i=1

|B|∑
j=1

log

(
1

1 + exp(zij(−tdi · yj + b))

)
,

(1)
between the merged CLIP descriptor di, and the CLIP em-
bedding yj of the semantic class cj associated to the 2D
segment sj in the same batch B. zij is the label for a given
image and class input, which equals 1 if they are paired and
−1 otherwise. b and t are learnable bias and temperature
parameters, used to compensate the imbalance coming from
negative pairs dominating the loss.

4. Experiments
We implemented three different configurations for OVO.
1. OVO-mapping, that uses ground-truth camera poses.
2. OVO-Gaussian-SLAM, for which we integrate our con-

tributions within the Gaussian-SLAM pipeline [65].

(a) Query: “guitar” (b) Query: “coffee maker”

(c) Query: “blackboard” (d) Query: “scale”

Figure 5. Out-Of-Distribution queries. We highlight 3D points
with mid and high similarity to the queries.

3. OVO-ORB-SLAM2 for which we use the tracking im-
plementation of ORB-SLAM2 [36].

In all three configurations, we use SAM2.1-l for 2D seg-
mentation and SigLip ViT-SO400 for CLIP descriptors. We
also implement an OVO-mapping Lite with SAM1-H and
CLIP ViT-H/14. For more implementation details on CLIP
merging and OVO refer to Appendix A.2.

Baselines. As detailed in Section 2, existing semantic
SLAM pipelines do not construct a 3D representation that
can be evaluated using 3D metrics for open-set classes. In-
stead, they either rely on 2D semantic representations [22,
66] or assume known 2D semantic labels within a closed
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Geo-
metry

All Head Common Tail

Method Online Pose mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc

OpenScene [42] (Distilled) ✗ GT GT 14.8 23.0 30.2 41.1 12.8 21.3 1.4 6.7
OpenScene [42] (Ensemble) ✗ GT GT 15.9 24.6 31.7 44.8 14.5 22.6 1.5 6.3
OpenNeRF [15] ✗ GT Est. 20.4 31.7 35.4 46.2 20.1 31.3 5.8 17.6
HOV-SG [61] ✗ GT Est. 22.5 34.2 35.9 44.2 23.6 42.3 8.0 16.1
Open3DIS [39] (SigLip) ✗ GT GT 25.6 38.7 49.7 64.4 22.1 42.4 4.9 9.4
O2V-mapping [57] ✓ GT Est. 7.8 13.9 19.3 27.5 4.0 6.7 0.1 7.5
OVO-mapping Lite (ours) ✓ GT Est. 22.8 35.5 35.2 45.0 22.1 44.6 11.0 16.9
OVO-mapping (ours) ✓ GT Est. 27.0 39.1 45.0 59.9 25.1 38.5 11.0 18.8
OVO-Gaussian-SLAM (ours) ✓ Est. Est. 27.1 38.6 44.1 58.0 25.0 39.0 12.1 18.9
OVO-ORB-SLAM2 (ours) ✓ Est. Est. 26.8 38.4 44.0 58.7 24.7 38.0 11.8 18.7

Table 2. Results for Replica. OVO delivers competitive results and, on average, outperforms all baselines.

vocabulary [30, 66]. Therefore, we compare OVO against
O2V-mapping, the only baseline that also builds an online
representation, and the offline 3D open-vocabulary base-
lines OpenScene [42], OpenNeRF [15], Open3DIS [39] and
HOV-SG [61]. Additionally, we evaluate our computational
cost against O2V-mapping, HOV-SG and OpenNeRF, but
exclude Open3DIS and OpenScene, as they rely on pre-
processed 3D geometry and features.

Datasets. We train CLIP merging using the top 100 seman-
tic labels from ScanNet++, and evaluate it on the full set of
over 1.6K semantic classes. Additionally, we assess OVO
for open-vocabulary 3D semantic segmentation on Scan-
Netv2 [11] and Replica [54]. For ScanNetv2, we use both
the original annotation set with 20 classes (ScanNet20) and
the expanded set with 200 classes (ScanNet200) [50]. We
evaluate on the full validation set of 312 scenes (FVS) and
the 5-scene subset used by HOV-SG (HVS). For Replica,
we use the standard 8-scene subset (office-0...4, room-0...2)
and evaluate on its 51 annotated classes. For more details
on the datasets, refer to Appendix A.1.

Metrics. Semantic segmentation is typically evaluated us-
ing mean Intersection Over Union (mIoU) and mean Ac-
curacy (mAcc). While we assess CLIP merging in 2D to
isolate other factors, the full OVO is evaluated in 3D by la-
beling the vertices of ground-truth meshes and comparing
them against ground-truth 3D labels. For Replica, follow-
ing OpenNeRF [15], we also report mIoU and mAcc, cate-
gorizing labels into tertiles based on their frequency (head,
common, and tail). In ScanNetv2 and ScanNet++, we fur-
ther present metrics weighted by the label frequency in the
ground truth (f-mIoU and f-mAcc). Additionally, we ana-
lyze our computational footprint. We measure wall-clock
time required to optimize Replica scenes, as well as mean
and max GPU vRAM and max system RAM usage (in GB).
For OVO, we also report the final representation size (in
MB) and the time to process each keyframe (KFPS). Each
table highlights first , second , and third best results.

4.1. CLIP Merging
Tab. 3 presents segmentation results for our CLIP merg-
ing approach against HOV-SG’s, on novel scenes from
ScanNet++ with an expanded label set. Ours significantly
outperforms HOV-SG’s, particularly in frequency-weighted
metrics.

Method mIoU mAcc f-mIoU f-mAcc

HOV-SG merging 9.4 15.9 12.8 15.9
Our CLIP merging 10.7 16.9 36.1 45.3

Table 3. Segmentation results of our CLIP merging vs. HOV-SG’s
CLIP merging on ScanNet++, using 1.6k queries.

Notably, our CLIP merging preserves the rich semantic
encoding of CLIP descriptors, allowing our merged CLIPs
to generalize to out-of-distribution classes. As shown in
Fig. 5, our method accurately detects in 3D several un-
seen classes across Replica and ScanNetv2, including gui-
tar, coffee maker, blackboard, and scale. The mIoU for
these examples exceeds 60%. We further highlight this ca-
pability in Fig. 4, where we evaluate our representation us-
ing zero-shot complex language queries. These qualitative
examples demonstrate how our merged CLIP vectors retain
object properties and affordances beyond the training dis-
tribution. For instance, our descriptors can distinguish be-
tween two trash bins based on a recycling symbol on one
of them, despite both being labeled simply as “bin” in the
ground truth. Unlike previous offline methods, OVO en-
ables real-time querying of the 3D representations while
they are being estimated online.

4.2. 3D Semantic Segmentation

Replica. Tab. 2 presents segmentation results for all our
OVO configurations alongside relevant baselines. OVO out-
performs all baselines in the aggregated mIoU and mAcc
(‘All’ column). OVO-Gaussian-SLAM and OVO-ORB-
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Ground truth OVO-Gaussian-SLAM (ours) HOV-SG [61] Open3DIS [39]

● panel ● vase ● clock ● pot ● window ● bottle ● indoor-plant ● blinds ● lamp ● wall-plug ● wall ● switch ● bench
● box ● shelf ● stool ● rug ● table ● ceiling ● bowl ● camera ● door ● plate ● chair ● vent ● bin ● desk ● floor ● sculpture

Figure 6. 3D semantic segmentation on Replica. OVO yields on average more accurate results in comparison to two offline baselines.

Geo-
metry

ScanNet20 ScanNet200
Method Online Pose mIoU mAcc f-mIoU f-mAcc mIoU mAcc f-mIoU f-mAcc

H
V

S

HOV-SG [61] ✗ GT Est. 34.4 51.1 47.3 61.8 11.2 18.7 27.7 37.6
Open3DIS [39] (SigLip) ✗ GT GT 37.3 52.8 57.0 67.9 17.8 23.7 27.9 34.1
OpenScene(Ensemble) ✗ GT GT 44.6 61.9 57.6 71.0 9.4 12.6 27.8 32.0
OVO-mapping (ours) ✓ GT Est. 38.1 50.5 57.6 70.5 17.2 25.3 45.4 56.4
OVO-Gaussian-SLAM (ours) ✓ Est. Est. 29.3 41.1 43.0 59.5 11.8 18.8 30.1 42.6
OVO-ORB-SLAM2 (ours) ✓ Est. Est. 31.2 42.9 49.6 65.5 12.0 19.2 36.8 49.5

FV
S

Open3DIS [39] (SigLip) ✗ GT GT 24.7 40.9 32.5 45.3 9.4 17.0 22.9 32.2
OpenScene ✗ GT GT 47.0 70.3 57.7 69.8 11.6 22.8 24.5 29.2
OVO-mapping (ours) ✓ GT Est. 37.3 58.9 55.13 69.4 17.4 35.9 44.3 57.8

Table 4. Quantitative results on ScanNetv2. OVO-mapping outperforms offline baselines, in particular for frequency-weighted metrics
and for the ScanNet200 set.

SLAM2 surpass offline baselines. This is particularly note-
worthy since both implementations estimate camera poses
and scene geometry, whereas several baselines (indicated in
the table) rely on ground-truth geometry. Despite using dif-
ferent camera trackers, both implementations produce sharp
and accurate reconstructions, demonstrating that tracking
variations do not significantly impact our pipeline. Thanks
to the strong generalization of our CLIP merging, all OVO
implementations have a significantly better performance on
tail categories. As a result, OVO-mapping Lite slightly out-
performs the more computationally expensive HOV-SG us-
ing the same backbones, and is +15 points better than O2V,
the only other approach that estimates online the 3D seman-
tic representation.
As shown in Fig. 6, OVO effectively segments and classi-
fies 3D instances, such as chairs and tables, that other base-
lines struggle with and often misclassify them due to the
excessive context information incorporated into CLIP de-
scriptors. In fact, OVO even outperforms the ground truth

in some instances. For example, in the ”office4” scene (top
left of Fig. 6), the ground-truth label for the table is miss-
ing, and one chair is misclassified as the floor. This under-
scores the advantage of open-set pipelines, particularly in
situations where previous SLAM algorithms, which rely on
known 2D semantics [30, 66], would fail.

ScanNetv2. Results, summarized in Tab. 4, show how
OVO-mapping outperforms HOV-SG, and even Open3DIS
in the set ScanNet20. On the bigger set ScanNet200, OVO-
mapping has a similar performance to Open3DIS in mIoU,
although it is significantly better in terms of f-mIoU and f-
mAcc. OpenScene does achieve the best performance on
ScanNet20. Nevertheless, its significant drop when using
the extended set of classes highlights a weaker generaliza-
tion capabilities than OVO and other baselines. Qualita-
tive analysis, see bottom Fig. 7, show how the three mod-
els (OVO-mapping, HOV-SG, and Open3DIS) struggle mis-
classifying and misegmenting several objects. OVO map-
ping labels part of the table as counter and over segments
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● refrigerator ● cabinet ● furniture ● counter ● window ● chair ● bookshelf ● wall ● desk ● sink ● door ● table ● floor ● picture ● toilet

Ground truth OVO-mapping (ours) HOV-SG [61] Open3DIS [39]

Figure 7. Qualitative results on ScanNetv2. We visualize the 3D semantic segmentations of OVO-mapping and two offline baselines
against the ground-truth on ScanNetv2 scene0011 00. Our method achieves competitive results despite the more challenging online setting.

a window. HOV-SG is predicting parts of the chairs as
picture and classifying most of the counter and furniture
as wall. Open3DIS completely misclassified the table as
counter and a cabinet as refrigerator.
The difference between OVO’s two SLAM versions and
OVO-mapping is bigger in ScanNetv2 than in Replica
(compare Tab. 2 and Tab. 4). This is due to image blur
and noisy depths in ScanNetv2, that propagates to the es-
timated camera poses and scene maps. Gaussian-SLAM
optimizes its Gaussian Splatting representation generating
a sparse point-cloud resulting in a coarse 3D segmenta-
tion. On the other, on scenes where ORB-SLAM2 per-
forms a pose-graph optimization, this is not synchronized
with OVO’s semantics.
Computational footprint. OVO is 3× faster than Open-
Nerf and 80× faster than HOV-SG, as shown in Tab. 5.
In contrast with HOV-SG, that relies on an expensive
hierarchical merging of segments, requiring almost ×10
more RAM, OVO features the lowest RAM and GPU
vRAM usage. Additional results, in Tab. 6, show that

vRAM RAM Time
Method Avg / Max Max Avg

HOV-SG [61] 6 / 12 GB 139 GB ∼11h
OpenNeRF [15] 4 / 22 GB 44 GB ∼20m
O2V [57] 19 / 23 GB 17 GB ∼1h30m
OVO-mapping (ours) 4 / 8 GB 12 GB ∼6m

Table 5. Runtime statistics on Replica. OVO is significantly
faster to reconstruct a scene, requiring less RAM and GPU vRAM.

OVO-mapping runs at 0.5–1 keyframes per second on both
Replica and ScanNetv2. Therefore, it is compatible with
real-time SLAM pipelines, in which the critical camera
tracking runs at video rate while the mapping runs at lower
frequencies. Finally, highlight how the low GPU usage and
representation size enable its use on consumer GPUs.

Dataset avg / max vRAM checkpoint KFPS #KF

Replica 4.2 / 8.1 [GB] 12±1 [MB] 0.5±0.2 200±0
ScanNet 4.4 / 7.7 [GB] 15±5 [MB] 0.8±0.3 172±98

Table 6. OVO-mapping footprint. GPU vRAM, checkpoint size,
keyframes per second and number of keyframes.

Limitations. Despite achieving state-of-the-art results on
3D semantic segmentation, OVO’s instance detection and
tracking has margin for improvement. For example, a
deeper integration between the semantic and SLAM mod-
ules is necessary to support loop closures. As demonstrated,
OVO-mapping can be integrated into SLAM pipelines with
real-time camera tracking. However, OVO operates at
0.5− 1 frames per second, introducing a slight delay in the
semantics. Moreover, while CLIP merging generalizes bet-
ter than the baselines, it still exhibits a slight bias toward the
most frequent CLIPs and categories. A more robust training
approach, involving a broader set of classes and incorporat-
ing semantic properties can further enhance its capabilities.

5. Conclusions
In this paper we present OVO, an open-vocabulary online
3D mapping method, based on 3D segments described by
CLIP features. We propose a novel pipeline to segment
3D points from 2D masks, and track them across differ-
ent keyframes. We develop a new approach to assign CLIP
descriptors to our 3D segments. For each 2D segment in
each keyframe, we compute a single CLIP descriptor by
taking a weighted sum of CLIPs from the natural image,
the masked segment and a bounding box around it. The
weights are predicted by a neural network, which we show
to be more effective than alternative handcrafted approaches
while maintaining generalization capabilities. We outper-
form relevant baselines in both computation and segmenta-
tion metrics on Replica and ScanNet. We believe that our
work, that bridges SLAM and open-vocabulary representa-
tions, opens both fields to a broader range of potential ap-
plications.
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Open-Vocabulary Online Semantic Mapping for SLAM

Supplementary Material

A. Evaluation details
A.1. Datasets
ScanNet++ contains 1752 × 1168 RGB-D images of real
indoor scenes with ground-truth 3D meshes and instance
and semantic annotations. For training, we use the top 100
semantic labels from the more than 1.6K annotated seman-
tic classes, and evaluate on the whole set of 1.6K labels.
Its training set has 230 scenes and its validation set has 50
scenes. Each scene has a training camera trajectory and an
independent validation one.
ScanNetv2 also images real indoor scenes at RGB resolu-
tion of 1296×968 and depth resolution of 640×480. It also
has ground-truth 3D meshes with ground-truth instance and
semantic annotations. ScanNetv2 has two sets of annota-
tions, the original set with 20 classes (ScanNet20), and an
expanded set with 200 classes (ScanNet200) [50]. We eval-
uate on the 5 scenes subset used by HOV-SG [61] (HVS),
and on the whole validation set of 312 scenes (FVS). De-
spite some overlap in physical scenes, ScanNet and Scan-
Net++ were captured years apart, with different trajecto-
ries and sensors, making images and reconstructions signifi-
cantly different. Image blur and noisy depths make ScanNet
more challenging than ScanNet++.
Replica is a synthetic dataset generated from high-fidelity
real-world data. Scenes consist of ground-truth 3D meshes
with semantic annotations. For all scenes, RGB-D se-
quences have been rendered at 1200×680. For Replica we
use the common 8 scenes subset (office-0...4, room-0...2)
with NICE-SLAM camera trajectories [72].

A.2. Implementation
Our CLIP merging has a 5-layer transformer encoder with 8
heads and a 4-layer MLP. It was trained on ScanNet++ train
set for 15 epochs, with batch size 512, on 4 V100 GPUs.
As pre-processing, we computed segmentation masks on
images, matched these with their ground-truth 2D seman-
tic labels, and pre-computed input and target CLIP embed-
dings to speed up the training process.
Regarding OVO, we use the pixel size of segmented 2D
masks as metric of viewpoints quality, and show results se-
lecting the final descriptor between the 10 best keyframes
of each 3D segment. Except when stated otherwise, we re-
lied on SAM2.1-l for 2D instance segmentation, and SigLip
ViT-SO400 for CLIP descriptors. We query the models with
the set of classes of each dataset using the template “This is
a photo of a {class}”. For fairness in OVO evaluation, we
reproduce previous approaches’ [15, 42, 56, 61] keyframes
selection and querying. We select as keyframes 1 every 10

frames. The representation is queried with each dataset’s
semantic classes, and each 3D segment is matched to the
class with higher similarity. Following HOV-SG, the ver-
tices of our estimated point-cloud are matched to the ver-
tices of ground-truth meshes using KD-tree search with 5
neighbors. Profiling experiments were run on Ubuntu 20,
with an i7-11700K CPU, an RTX-3090 GPU, 64 GB of
RAM and 150 GB of swap.
Due to slight differences in metrics computation, we repro-
duced HOV-SG and Open3DIS in both Replica and Scan-
Netv2. For a fairer comparison with Open-3DIS we im-
plemented it with SigLIP ViT-SO400M rather than its base
CLIP ViT-L/14. We reproduced O2V in Replica using CLIP
ViT/B-16 due to crashing with Out Of Memory errors when
using bigger backbones like CLIP ViT/H-14 or SigLIP ViT-
SO400M. We where unable to make O2V and OpenNerf
converge in ScanNetv2, probably due to the impact of its
noisy GT camera poses in NeRFs convergence. We report
OpenNeRF official metrics on Replica.

B. System ablations

In this section we report minor ablations and experiments
performed during OVO’s development using ScanNet++
training set. First we report an ablation of different foun-
dation models for 2D instance segmentation, and language-
image features extraction. Then, we ablate the algorithm to
merge different CLIP descriptors and validate our proposed
CLIP merging. We profit from the CLIP merging to reduce
the number of CLIPs descriptors computations and evalu-
ate the impact of the number of views on the selection of
the final descriptor of 3D instances. After that, we present
a mask bleeding problem that arises from depth estimation
inaccuracies, and how we tackled it. Finally, we report an
overall profiling of the system using different previously ab-
lated components.
While the segmentation backbones where ablated on a sin-
gle scene from ScanNet++, we used an extended set of five
scenes for CLIP [46] models and similarity computation, to
ablate the set of fixed weights, the evaluation of the num-
ber of viewpoints, and the mask bleeding. Then we used a
different set of 10 scenes for the overall profiling to avoid
overfitting on the previous set. Regarding CLIP merging
training was done using the 230 scenes from ScanNet++
training set, and validation against baselines was performed
on ScanNet++ 50 scenes validation set, and on ADE20K-
150. We measured mean Intersection over Union (mIoU) of
the 3D semantic segmentation.
As starting point, segmentation masks are computed using

1



Figure 8. Grid search for CLIP weights merging on five scenes from ScanNet++ [64].

SAM 2 [25]; CLIP vectors are computed from masks us-
ing SigLIP-384; for each mask three vectors are computed
and weighted together as introduced by HOV-SG [61]; each
3D object gets assigned the CLIP vector from the view that
minimizes the L1 distance to its other views. Finally seman-
tic classes are matched to each 3D object using the similar-
ity approach presented by LangSplat [43].

B.1. Foundation Models
SAM Since its release, Segment Anything Model
(SAM) [25] has been the state-of-the art for out-of-the
box instance segmentation on different fields. Its segment-
everything mode extracts multiple masks from a single im-
age, taking an input a grid of point on the image. Never-
theless, this mode has a low throughput mainly due to the
post-processing required to filter duplicated and bad seg-
mentation masks. Although several methods claim up to
×100 speed-ups with respect to SAM, these speed-ups are
measured when segmenting a single object on the image,
and do not measure the segment-everything mode and its
post-processing.
In this ablation the evaluated models are SAM [25], SAM
2 [47], FastSAM [69], and EfficientViTSAM [68]. The
evaluation in Tab. 7 shows how when segmenting every-
thing these methods do not imply an improvement against a
SAM implementation with tuned hyper-parameters.

Visual-Language descriptors. To compute image-
language features we rely on the family of CLIP and its
variants. To select the CLIP architecture we evaluate the
difference in performance and latency of different SOTA
models to compute CLIP embeddings:
• OpenCLIP [21] base ViT-H-14, trained on LAION-2B

English [52] at a resolution of 224 × 224, using CLIP’s
cosine similarity.

• DFN [18] ViT-B-16, ViT-L-14, and ViT-H-14 trained on

281bc17764

SAM backbone mIoU↑ Latency [s]↓

FastSAM [69] 5.0 0.40± 0.27
EfficientViTSAM [68] 17.1 4.19± 0.85
EfficientViTSAM [68] - tuned 15.1 0.68± 0.05

SAM [25] 19.0 5.43± 1.83
SAM [25] - tuned 18.1 0.84± 0.13
SAM 2 [47] - tuned 19.1 0.71± 0.10

Table 7. Segmentation backbone ablation.

Architecture Resolution mIoU [%] Latency [s]

DFN-ViT-B-16

224× 224

10.92 0.100± 0.022
DFN-ViT-L/14 11.89 0.173± 0.031
DFN-ViT-H/14 13.22 0.286± 0.054
OpenCLIP ViT-H/14 12.71 0.283± 0.053
SigLIP-SO400M 13.78 0.229± 0.026

SigLIP-SO400M 384
384× 384

15.35 0.442± 0.080
DFN-ViT-H/14-378 12.96 0.664± 0.136

Table 8. CLIP ablation results on 5 scenes from ScanNet++.

the dataset DFN-5b [18] with input images of 224× 224,
and a ViT-H-14 finetuned at resolution 384 × 384, using
CLIP’s cosine similarity.

• two SigLIP’s Shape-Optimized 400M parameter ViT
(ViT SO-400M), trained on WebLI English dataset [8]
at 224× 224, with one fine-tuned at 384× 384, and opti-
mized using SigLIP’s cosine similarity.

In this ablation each backbone is evaluated using the sim-
ilarity with which they were trained, without ensembling,
and using the template “This is a photo of a {class}”. The
results in Tab. 8 show a clear trade-off between segmenta-
tion performance, and model latency. SigLIP-384 achieves
the best mIoU, while SigLIP at 224× 224 has the best bal-
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ance between mIoU and speed. Overall, this ablation shows
the importance of selecting the proper CLIP backbone, with
a difference of almost 5% between the best and the worst
model.

Similarity computation. Initially, CLIP [46] presented
the cosine similarity, cos (ϕqry, ϕimg) to compute the dis-
tance between the text, ϕqry, and image, ϕimg, embed-
dings. SigLIP [67] adapted it to its loss function, as
Sigmoid (cos (ϕqry, ϕimg)× τ + b), including a Sigmoid
operation, and the learned inverse temperature, t = 1

τ , and
bias b parameters. To classify, both approaches assigned to
an image the class of the query that generated the highest
similarity. Also based on CLIP’s experiments, to compute
the cosine similarity HOV-SG [61] computed query embed-
dings as ϕqry =

ϕcl+ϕtemp

2 , where ϕcl is the text embedding
computed from the class name, and ϕtemp is the text embed-
ding computed from the phrase resulting of inserting the
class into the template “There is {class} in the scene”. In
contrast, LERF [24] proposed to compute the cosine simi-
larity between the image and text embeddings as

min
i

exp
(
cos (ϕqry, ϕimg)

)
exp

(
cos (ϕqry, ϕimg)

)
+ exp

(
cos (ϕi

can, ϕimg)
) ,

(2)
where ϕi

can is the text embedding of one of the predefined
canonical queries object, things, stuff, texture.
Using the SigLIP ViT-SO400M model to compute CLIP
vectors, we compare between:
• computing query embeddings, ϕqry, only with the tem-

plate “This is a photo of a {class}” or as an ensemble
averaging the template embedding with the class embed-
ding;

• and computing SigLIP’s cosine similarity or LERF’s co-
sine similarity.

Results in Tab. 9 show how the basic configuration of us-
ing SigLIP similarity without ensemble achieves the best
performance. From here on, all experiments will proceed
using basic cosine similarity without ensemble.

Cosine similarity LERF’s similarity
w ensemble 14.75% 14.75%
w\o ensemble 15.35% 14.98%

Table 9. Similarity computation ablation on 5 scenes from Scan-
Net++ measuring semantic 3D mIoU.

B.2. CLIP descriptors merging
To focus CLIP descriptors to elements in an image, we fol-
low HOV-SG’s [61] approach. For each mask segmented
by SAM, HOV-SG proposed to compute CLIP embed-
dings combining the information of the complete image,
the masked image without background, and a bounding box

of the mask including background. For each segmentation
mask i, its corresponding CLIP vector Fi is computed as

Fi = Fglobal × wglobal + Flocali × (1− wglobal), (3)

with

Flocali = Fmaskedi × wmasked + Fbboxi × (1− wmasked), (4)

combinig the CLIP vector of the whole image, Fglobal, the
CLIP vector of only the segmentation mask without back-
ground, Fmaskedi , and the one of the bounding box of the
segmentation mask including background, Fbboxi .

HOV-SG [61] used

wglobal = Softmax(cos(Fglobal, Fi)), (5)

and wmasked = 0.4418. Nevertheless, the use of the
Softmax introduced a dependency between the different
embeddings extracted on the same frame. To avoid com-
puting all CLIP embeddings on every frame, we remove
the Softmax and perform a grid search of wmasked and
wglobal. The best performance is achieved for wglobal =
0.45 and wmasked = 0.0975 as shown in Fig. 8.

CLIP merging Rather than relying on 3 fixed-weights
that ideally should be tunned for each scene, we developed
the CLIP merging to estimate the corresponding weight for
each image. After training on ScanNet++ train set with
the top 100 semantic labels, we evaluate its performance
on the ScanNet++ validation set using the total set of 1.6k
queries, both including (w.top 100) and excluding (w/o. top
100) classes seen during training. For a stronger distribu-
tion switch we also evaluate on ADE20k-150.
Comparing its performance against HOV-SG’s approach,
and our variation of HOV-SG’s using three fixed weights,
the CLIP merging outperforms the baselines using all the
labels, Tab. 10. Excluding from the metrics the the 100 la-
bels seen during training, we can observe how the CLIP
merging performance drops with respect to the baselines.
Despite the slight bias toward classes at training, it still out-
perform on freq. weighted metrics of classes that weren’t
seen during training, and on novel data on the ADE20k-150
dataset.
Although, OVO-mapping evaluation in Replica and Scan-
Netv2 leave additional segmentation metrics on classes out-
side the training set (Tab. 11 and Fig. 5) that showcase how
the bias does not have an impact on our CLIP merging’s
generalization. From here on, all experiments will pro-
ceed using the CLIP merging.

B.3. Additional heuristics
Nº of best views. To reduce the expensive CLIP compu-
tation for each frame, we evaluate the impact of using only
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Figure 9. Evaluation using only top views to compute CLIP on 5 scenes from ScanNet++ [64]. While using more than one view
has substantial impact on the runtime, it also improves segmentation accuracy. However, too many views also degrade the segmentation
accuracy.

S++ w. top 100 S++ w/o. top100 ADE20k–150
Method mIoU mAcc f-mIoU f-mAcc mIoU mAcc f-mIoU f-mAcc mIoU mAcc f-mIoU f-mAcc

HOV-SG 9.4 15.9 12.8 15.9 8.3 15.1 8.4 13.6 21.9 53.7 22.3 34.9
Fixed-weights 9.4 15.9 13.1 16.3 8.3 15.1 8.4 13.8 22.4 53.9 23.1 35.5
CLIP-merger 10.7 16.9 36.1 45.3 7.3 12.8 9.9 15.0 23.4 49.3 28.7 41.2

Table 10. Our CLIP merging vs. baselines on: ScanNet++ (S++) using 1.6k queries (metrics on observed 495 labels, w. and w/o. the top
100 used at training), and ADE20k with 150 labels. Color indicates First , second , and third best.

scale
toaster

blackboard
coffee

guitar
projector

oven maker screen
mIoU% 75.1 78.53 61.4 67.0 62.68 64.1
mAcc% 81.2 94.07 76.1 86.7 86.79 86.8

Table 11. CLIP merging generalization. 3D metrics on Scan-
Netv2 of some classes not seen during training.

the best views where each 3D segment has been seen to
compute its CLIP descriptor. We evaluate from using only
the best image to using all the images where the object has
been seen. The quality of an image is based on the area of
the object’s 2D segmentation in it.
For a sequence of 51 keyframes, we evaluate for k ∈
{1, . . . , 51}, being all using all the views to compute ob-
jects 3D vectors. The results show, see Fig. 9, that nei-
ther using only the best nor using all the views are robust
enough to noise. For the set of 5 scenes on this experiment,
the best values of k are between 2 and 7, achieving an mIoU
around 18%, almost 3 points better than using all observa-
tions, although, the perfect value of will probably be scene

and object dependent. We decide to set use 10 views as a
balance to avoid useless computation of CLIP vectors and
being resistant to noisy images.

Masks bleeding. Observing OVO-SLAM matching re-
sults, we noticed some problems related with SAM’s masks.
When some 3D points are projected on the edges of a 2D
mask to which they do not belong, they are wrongly clus-
tered into it and matched to a 3D instance. Then, when these
are seen again they will propagate the wrongly assigned ID.
This phenomenon can be observed in particular on the edges
of objects, where the depth and masks are less accurate, and
masks propagate the ID of the object to the background, as
seen in Fig. 10. To compensate it we developed two ap-
proaches:
• First, we add a filter to only keep matches of 3D points

that are assigned to the same object in two consecutive
frames;

• Second, we apply a low-pass filter to the depth map to
mask the edges of the objects and avoid matching points
around them.
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CLIP SAM # best views Seg. [s] M&T [s] PP [s] CLIP [s] s/KF mIoU mAcc f-mIoU f-mAcc

ViT-H/14
1-H

10
1.516 0.269 0.085 0.175 2.112 13.3 22.4 20.2 31.7

2.1-L 0.338 0.252 0.066 0.135 0.865 14.1 24.9 27.3 37.7

SigLIP
2.1-t

10
0.245 0.247 0.057 0.204 0.820 11.8 25.7 34.2 46.6

2.1-L
0.339 0.253 0.065 0.233 0.957 14.2 27.0 34.3 45.6

all 0.337 0.261 0.110 0.367 1.167 15.8 29.6 36.3 48.6

Table 12. Average runtimes and 3D semantic performance on ScanNet++. We measure the segmentation (Seg); segments matching
and tracking (M&T); segments pre processing (PP); CLIPs computation (CLIP); and total seconds per key frame (s/KF ).

Figure 10. Mask bleeding and propagation produced by masks
inaccuracy. The edges of the chair (pink) bleed to the background
at kn, and therefore the segment label is wrongly propagated to
the it in the following keyframes.

Results on Tab. 13 show how while using the depth filter
does improve the average mIoU, the limitation to match in
consecutive frames does not. As a consequence we keep
only the depth filter although it does not completely solve
the problem.

Config mIoU↑
Base 15.80%
w depth filter 16.16%
w consecutive KF filter 15.07%
w both 15.82%

Table 13. Mask bleeding solutions’ ablation on 5 scenes from
ScanNet++ [64].

Overall profiling. Finally, we quantify the latency-
quality trade-off in our architecture evaluating selected
foundation models and number of views against less pow-
erful alternatives. This evaluation is performed on a differ-
ent set of 10 scenes from ScanNet++ to avoid over-fitting
to the previous 5 scenes. For 2D segmentation we evaluate
SAM [25] with ViT-H/14 encoder (1-H), and SAM 2.1 [47]
with Hiera large (2.1-L) and Hiera tiny (2.1-t) image en-
coders. For CLIP extraction, we evaluate DFN ViT-H/14-
378 [18] and SigLIP-SO400 [67] both with input images
of 384 pixels. The results in Tab. 12 show that in this set
of scenes the best 3D segmentation is achieved with the
largest models using all points of view. Nevertheless, the

best trade-off can be achieved reducing the number of views
and the CLIP model.
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